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Recent development in Weiqi Machines (AlphaGo)



A Tale about the Chess Machine

• Chess 1770

Wolfgang von Kempelen, “the Turk”
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The REAL Chess Machine

• Deep Blue vs. Garry Kasparov 1997, 3.5:2.5



Weiqi



Weiqi



Weiqi

Elo-like rating From (http://www.goratings.org/)



Challenges of Weiqi Machines

• Weiqi has 3361( about 10170 ) states vs. only 
about 1080 atoms in the entire universe

• Up to 361 legal moves

• Long-term effect of a move may only be 
revealed after hundreds of additional moves

• Last mind-sports game to be conquered



Game Theory of Weiqi Machines

• A two-player, perfect information, zero-sum game (weiqi, 
chess, checker, …)

• From MDP-> symmetric alternating Markov (SAM) game

• Two policies each for agent (black) and for opponent 
(white)

• Self-play policy: a policy used by both agent & opponent 

• Minimax optimal policy for SAM game: a self play policy 
both maximizes agent’s value function and minimized 
opponent’s value function



Game Tree Search of Weiqi Machines



AlphaGo



AlphaGo

• An engineering feat (about 2-year time)

• In fact, many underground efforts over many 

years

• AlphaGo vs. Lee Seedal (9-15 Mar 2016): 4-1, 

Huge success, a real earthquake in Weiqi

community

• 17Mar16: South Korean govt. will invest 1 

trillion won (US$0.86 Billion) in AI over next 5-

year



Three Pillars of AlphaGo

• (Monte Carlo) Tree Search or MCTS

• Reinforcement Learning (learning by self-play)

• Deep Learning (aka Deep Convolutional Neural 

Network, or DCNN)



Sketch the Main Ideas



How AlphaGo Works

From AlphaGo’s 28Jan16 nature paper @ (http://www.nature.com/nature/journal/v529/n7587/full/nature16961.html)

overview



How AlphaGo Works
Supervised learning of policy networks

• The SL network is a 13-layer CNN trained from 30m positions from 
KGS server, to predict expert’s move

• Final layer is a softmax layer outputs probability over all legal moves

• Trained on randomly sampled (s,a) pairs, using SG to max likelihood 
of selecting move a at state s:

• 57% prediction accuracy with all input features, and 55.7% with 
only board position and move history, vs. 44.4% from state-of-the-
arts



How AlphaGo Works
Reinforcement learning of policy networks

• The RL policy network     starts with SL policy network

• It learn by self-playing between itself and a randomly 
chosen previous version of itself

• The reward of curr state s r(s) is obtained by playing 
multiple games to end (roll-outs) and obtaining each time 
either +1 (black win) or -1

• Params of the policy at curr state is updated as

• Evaluation of RL policy network is by sampling each move 
as                at curr state st .   

• It won over SL policy network 80% of the games 

• It won over Pachi (KGS 2D) 85% over 100,000 games       



How AlphaGo Works
Reinforcement learning of value networks

• Predict the outcome of curr state s played by policy p for 
both players

• Ideally it is the optimal value func under perfect play,          
. In practice, it is        ,  the value function of our strongest 
play      . This is approximated by a    -parametric CNN, as 

• Same architecture as RL policy network. Only it now 
predicts a single value instead of a distribution.

• It is trained by regression on (s,a), with SG to minimize the 
MSE between the predicted value          and ideal outcome 
z, as

• Comparable  with Monte Carlo rollouts using the RL policy 
network, but with 15K times less computation.



Monte Carlo Tree Search

From Remi Coulom, the author of Crazy Stone (http://www.remi-coulom.fr/JFFoS/JFFoS.pdf)



Monte Carlo Tree Search

From Remi Coulom, the author of Crazy Stone (http://www.remi-coulom.fr/JFFoS/JFFoS.pdf)



How AlphaGo Works
MCTS

From AlphaGo’s 28Jan16 nature paper @ (http://www.nature.com/nature/journal/v529/n7587/full/nature16961.html)



How AlphaGo Works
Nothing new in MCTS, see e.g.



How AlphaGo Works
Search with policy and value networks

• The RL policy network and value network are combined in a MCST 
to select actions by look-ahead search.

• The tree is traversed by simulation. An edge of the MCST contains 
an state-action value          . At each time step t of each simulation, 
an action is selected by

• Here u is a UCB value, usually in the form of               , where     is the 

number of time arm   is played and    is the total number of plays so far

• Value of the leaf node,         , is a combination of two sources,

Where          is from the value network, and      is based on the fast roll-
outs of policy 



AlphaGo
evaluations



From wikipedia, (https://en.wikipedia.org/wiki/AlphaGo)

?Against H. 

FAN Oct15

?Against S. 

Lee  Mar16

AlphaGo
hardware



A bit History of Weiqi Machines

1960 19971985 1999 2002

Best program: 

estimated around 15 

Kyu at internet Weiqi

servers (KGS?)

Start of int. Computer 

Go Congress (Ing Cup)

1985-2000

First Weiqi

program

Handtalk 3Kyu diploma 

by Japanese Go Assoc.

KCC Igo 2Kyu diploma 

by Japanese Go Assoc.

First survey of Computer 

Weiqi programs of 70s-80s

19891970

First PhD thesis 

about Weiqi
(first claim to won over any 

human player)
Same year, Chess machine won 

over Garry Kasparov

1996

Checker machine 

(Chinook) won over 

human masters

1959

First checker program by A. L. 

Samuel 

~1975

First weiqi program 

better than an 

absolute beginner

1994

First weiqi

program that can

“self-learn”

Reinforcement Learning



A bit History of Weiqi Machines

The research of Go programs is still in its infancy, but we shall see 

that to bring Go programs to a level comparable with current 

Chess programs, investigations of a totally different kind than used 

in computer chess are needed. 

-- John McCarthy 1990



2006

Monte-Carlo tree search (MCTS)

2014

Deep Convolutional Neural 

Network (DCNN)

Around 6 Kyu at KGS

e.g. Many faces of Go

MCTS:

Around 5-6D at KGS

e.g. Zen, Crazy Stone

2008

MCTS:

1st time: MoGo won over 

Kim yungwang 8P in a 9-

stones handicap game;

CrazyStone won twice over 

Aoba Kaori 4P with 7&8 

handicap stones

Crazy stone won over 

Norimoto Yoda 9P with 

4 handicap stones

2015 2016

DCNN only:

Around 4-5 Kyu at KGS

e.g. Clark & Storkey
@ICML15

DCNN only:

Around 3D at KGS

e.g. Darkforest2 @ICLR16

DCNN + MCTS:

Around 5D at KGS

e.g. Darkfmcts @ICLR16

AlphaGo won over Hui 

Fan (2P) 5:0

AlphaGo won over Lee 

Sedol (top 9P) 4:1

2007

Checker is solved!

MCTS + DCNN:

Zen reaches stable 7D 

at KGS



Future Look of Weiqi Machines

• Ultra-weakly solved: From start of game, know 
the optimal outcome (of black)

• Weakly solved: From start of game, best play 
(of black) to end regardless of the opponent’s 
play

• Strongly solved: From any state of a game, 
best play (of black) to end

three versions of “Solved” Problems



How AlphaGo Works
Here search with policy and value networks

• The RL policy network and value network are combined in a MCST 
to select actions by look-ahead search.

• The tree is traversed by simulation. An edge of the MCST contains 
an state-action value          . At each time step t of each simulation, 
an action is selected by

• Here u is a bonus value                                    ,            is visit count,  

and                           is the prior prob for an action a. we also have

• Value of the leaf node,         , is a combination of the two sources,

Where          is from the value network, and      is based on the fast roll-
outs of policy 


